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Summary
• Disfluency detection based on residual BiLSTM blocks, self-attention, and noisy training

• Combining residual BiLSTM blocks, self-attention, and noisy training outperforms the BERT fine-tuned model by
1.2 F1 score on average across 4 non-Switchboard test sets.

• Our models are not only nearly 20 times smaller than BERT-based model but also surpasses BERT in 4 non-
Switchboard test sets.

EGBC 
EGBC is a residual BiLSTM-CRF network includes 
ELMo, GLoVe embeddings, character context LM, self-
attention, and noisy training. 

Training example on the Switchboard: and/O i/O do/O 
n’t/O have/O to/@dis to/O be/O writing/O checks/O 

Batch size and training epochs are set as 128 and 10 
respectively. BiLSTM output space for word and 
character are 100 and 25 respectively. The residual 
BiLSTM contains 6 residual blocks. 

Experimental Results

Examples

BiLSTM Residual

A ResNet-style BiLSTM residual 

block in which we skip one 

BiLSTM layer 

Noisy Training

• Insertion (iNoise): we first pick how many words to 
insert with a probability constraint. The next step is to 
randomly select insert position and words. All 
insertion words will be labelled as disfluency.

• Deletion (dNoise): we randomly delete a word in a 
given segment and after deletion all remaining words 
are labelled as ordinary, non-disfluent words.

• Repetition (rNoise): we randomly pick a position to 
start a repetition, and randomly pick repetition length 
in between 1 and 4 words. All repeated words are 
labelled as disfluency.

• We fix the percentage amount data which will be 
used during noisy training to 1 percent. 


